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Intelligent Diagnosis Method for Rotating Machinery Using Relative Ratio
Symptom Parameters and Fuzzy Neural Network
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Abstract: This paper proposes a sequential diagnosis method for rotating machinery using the fuzzy neural
network called Partially-Linearized Neural Network (PLNN) and relative ratio symptom parameters (RRSPs) in
frequency domain, by which the fault types of rotating machinery can be precisely diagnosed on the basis of
probability distribution of the RRSPs. The RRSPs in frequency domain are defined for reflecting the features of
time signals measured in each state of rotating machinery. Sensitive evaluation method for selecting good
symptom parameters using principal component analysis (PCA) is also proposed for detecting and
distinguishing faults in rotating machinery. The practical examples of fault diagnosis for misalignment state (M),
unbalance state (UN) and looseness state (L) of a rotating shaft verify the effectiveness of the method proposed
in this paper.

Keywords: Sequential Diagnosis, Fuzzy Neural Network, Relative Ratio Symptom Parameters, Principal
Component Analysis
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1. Introduction

In the field of machinery diagnosis, vibration signals are often used for fault detection and state
discrimination. Machinery diagnosis depends largely on the feature analysis of vibration signals measured for
condition diagnosis. If we can find good symptom parameters which sensitively reflect the feature of the
machine state, automatic diagnosis for mechanical failure is possible ['*. However, the feature extraction for the
fault diagnosis is difficult since the vibration signals measured at a point of the machine often contains strong
noise. Stronger noise than the actual failure signal may lead to misrecognition of useful information for
diagnosis. Moreover, because there are a lot of ambiguous relationships between symptom parameters and
failure types of plant machinery, failure types of plant machinery cannot be easily identified . Many studies
have been carried out to investigate the use of neural networks (NNs) for automatic diagnosis of machinery.
Most of these methods have been proposed to deal with discrimination of fault types collectively. However, the
conventional NN cannot reflect the possibility of ambiguous diagnosis problems, and will never converge when
the first layer symptom parameters have the same values in different states .

Structural faults, such as misalignment (M), unbalance (UN) and looseness (L) etc., are often occurring in a
shaft of rotating machinery. These faults may cause serious machine accidents and bring great production losses.
Because the feature spectra of structural faults are resemble closely in low frequency area, they are difficult to
be automatically distinguished each other.
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For the above reasons, in order to automatically identify the states of rotating machinery in structural faults,
this paper proposed a sequential diagnosis method for rotating machinery using the fuzzy neural network called
Partially-Linearized Neural Network (PLNN) and relative ratio symptom parameters (RRSPs) in frequency
domain, by which the fault types of rotating machinery can be precisely diagnosed on the basis of probability
distribution of the RRSPs. The RRSPs in frequency domain are defined for reflecting the features of time
signals measured in each state of rotating machinery. Moreover, the principal component analysis (PCA) is also
proposed to evaluate the sensitivity of RRSPs for detecting faults. The practical examples of fault diagnosis are
provided to verify the effectiveness of the proposed method. The results verify that the faults that often occur in
a rotating shaft, such as misalignment state (M), unbalance state (UN) and looseness state (L) are effectively
identified by the proposed method.

2. Experimental System for Fault Diagnosis

Fig.1 shows the rotating machinery for diagnosis test, the three accelerometers (PCB MA352A60) with a
bandwidth from 5 Hz to 60 kHz and 10 mV/g output were used to measure the vibration signals of the
horizontal, vertical and shaft directions in the normal (N), unbalance (UN), misalignment (M) and looseness (L)
states, respectively. The vibration signals measured by the accelerometers were transformed into the signal
recorder (Scope Coder DL750) after being magnified by the sensor signal conditioner (PCB ICP Model
480C02). The original vibration signals in time domain are shown in Fig. 2. These signals were measured at a
constant speed (800 rpm). The sampling frequency of the signal measurement was 5 kHz, and the sampling time
was 20 s.

motor

accelerometer

Fig. 1 Experimental equipment for fault diagnosis (a) Illustrate of the rotating machinery, (b) Inspection location

3. Relative Ratio Symptom Parameters for Fault Diagnosis

Many symptom parameters have been defined in the pattern recognition field, in this paper through
analyzing the spectral features of structural faults of rotating machinery, the nine RRSPs in the low-frequency
domain for structural faults diagnosis of rotating machinery are defined:

P,(F)/ S PG 1)

Pl - 20 (1)
P11/ 220G )

TP, 2f)/P,(f,)
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Here, f, is the rotating frequency. Py(f) and Py(f;) are the spectrum value at f; in normal state and abnormal state

respectively, Py(if;) and Py(if,) are the high-order harmonic spectrum value at if, in normal and abnormal state
respectively.
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Here, Ay and Ay, are the vibration level of shaft direction and radial direction in normal state, respectively, Ayg
and A,y are the vibration level of shaft direction and radial direction in abnormal state respectively. (vibration
level is standard deviation or root mean square value .etc)

A/ Py
R, = A/ Ara ()
An/ A

Here, A,, and Ay, are the vibration level of vertical direction and horizontal direction in normal state,
respectively, Ayy and Apg are the vibration level of vertical direction and horizontal direction in abnormal state
respectively.

B =5y — b 9)

Here, S, and Sy are the skewness in normal state and abnormal state respectively, and

Z(fi - f)3’P(fi)
ﬂ: i=1 3|

o

(10)

| is the number of spectrum line, f; is frequency and from OHz to the maximum analysis frequency, f is mean
value of the analysis frequency, and

|
fi : P( fi)
f — |:1I
> P(f)
il , (11)
o is standard deviation , and
I —_
Z(fi - f)z : P(fi)
o= i=1
' (12)

4. Method of Selecting Good Symptom Parameters
4.1 Sequential Condition Diagnosis Approach

In most practical cases of plant, it is difficult to establish accurate mathematic models of fault states for
machinery diagnosis because the fault mechanisms of machinery and the features of fault types cannot be
perfectly clarified by a theoretical approach. In addition, due to the complexity of plant machinery conditions, it
is very hard to find out one or a few symptom parameters that can perfectly identify all faults simultaneously.

In order to solve these problems, a sequential fuzzy diagnosis method is considered. An example of the
sequential diagnosis is shown in Fig.3. In this case, a machine in misalignment state (M), unbalance state (UN)
and looseness state (L) should be identified sequentially. The inference of sequential diagnosis is follows.

In the first step, if the possibility grades of normal state (N) and abnormal state (A) are gy and g4 respectively,
and gy >ga, then the state is judged as normal state (N), else proceed to next step.

In the second step, if the possibility grades of misalignment state (M) and another fault state (UA) are gy and
gua respectively, and gy > gua, then the state is judged as misalignment state (M), else proceed to next step.

In the third step, if the possibility grades of unbalance state (UN) and another fault state (UA) are gyy and
gua respectively, and gyn>gua, then the state is judged as unbalance state (UN), else proceed to next step.

In the fourth step, if the possibility grades of looseness state (L) and another fault state (UA) are g and gua
respectively, and g; >gua, then the state is judged as looseness state (L), else it will be judged as unknown
abnormal state (UA) .
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fisalign ment?

| Unknown abnormal |

Fig. 3 Flow chart of sequential inference

4.2 Principal Component Analysis (PCA) for Selecting Symptom Parameters

PCA is a mathematical procedure that uses an orthogonal transformation to convert a set of observations of
possibly correlated variables into a set of values of uncorrelated variables called principal components. PCA was
invented in 1901 by Karl Pearson. Now it is mostly used as a tool in exploratory data analysis and for making
predictive models. PCA can be done by eigenvalue decomposition of a data covariance matrix or the singular
value decomposition of a data matrix. These decompositions are usually performed after mean centering the data
for each attribute. The results of a PCA are usually discussed in terms of component scores and loadings ", In the
last few years, PCA has been applied to process fault diagnosis (identification) *'°,

Define a data matrix with size m x n, where m is the number of identifying states and n is the number of
symptom parameters, whose covariance matrix has eigenvalue A; and eigenvector a; and i=1-n with A;>2,>... >\
». Principal components Z; and the cumulative contribution rate of the principal components #; can be calculated as

follows:

Zl all aln F)l
_| . sl ap
Zn - R © I:>n (13)
2
=4
2
o= (14)

Where A; is the standard deviation of the principal component, ;i is the weight coefficient of the principal
component, P; is a symptom parameter, i=1-n and j=1-m.

Using PCA, original data can be converted into many principal components. The first few principal
components contain most of the information and the discriminatory features. The weight coefficient of the
principal components can express the importance of the symptom parameters for each principal component.
Therefore, the symptom parameters that have high sensitivity for detecting faults can be selected by the weight
coefficient for the first few principal components.

In this study, the two best RRSPs that contain the most information and have high sensitivity for each step of
the sequential diagnosis are selected by PCA, as shown in Formulal3. As an example, parts of the selection results
are shown in Table 1. In the first step, P, and P, are better for distinguishing the normal state (N) and the abnormal
states (A). Because the weight coefficients for P, and Py, the first principal component, are larger than those of the
other, the contribution rate of the first principal component is 0.88, which contains enough information and
discriminatory features to identify the normal state (N) and the abnormal states (A). Similarly, the RRSPs for
other diagnostic steps can also be selected.
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Table 1 Selection of the RRSPs for each step of sequential diagnosis

Weight coefficients for each symptom parameter Selection
P P, P, P, Ps Pg P, Py P n results
Weight coefficients for the first diagnosis step
N:M -0.61 0.9 10 099 -0 -10 077 -10 -087 0.88
N:UN 065 10 -08 098 -1.0 075 0.69 -1.0 -0.69 0.89 Py, Py
N:L 099 082 -082 098 -1.0 -09 -1.0 065 0.72 0.9
Weight coefficients for the second diagnosis step
M:UN 10 08 -10 10 069 -08 1.0 -099 -0.69 0.88 P, p
M:L 08 08 1.0 099 -091 -0.75 -0.82 067 -1.0 0.85 b
Weight coefficients for the third diagnosis step
UN:M 1.0 089 -10 1.0 069 -08 10 -099 -0.69 0.88 P, p
UN:L -1.0 1.0 066 081 -0.78 -091 098 -099 0.78 091 27
Weight coefficients for the fourth diagnosis step
LM 085 08 1.0 099 -091 -075 -0.82 0.67 -1.0 085 P p
L:UN -1.0 1. 0.66 081 -0.78 -091 098 -099 0.78 0091 >

5. Fuzzy Neural Network
5.1 Partially-linearized neural network (PLNN)

The fuzzy neural network is applied to diagnose the fault types of a machine by the sequential diagnosis
algorithm, and realized with a developed back propagation neural network called as the partially-linearized
neural network (PLNN) """ A traditional neural network (NN) is only used for training the non-ambiguous
data, and the PLNN can be used for dealing with ambiguous data. Here, the basic principle of the PNN for the
fault diagnosis is described as follows.

The neuron number of the m-th layer of an NN is Ny. The set X ={x,*“V} represents the pattern input to
the 1% layer and the set x™ — (X, is the training data for the last layer (M-th layer). Here,
i=1to P, j=1to N,, k=1to N,,,and, x!:the value input to the j-th neuron in the input (1% layer; X M
the output value of the k-th neuron in the output (M-th) layer, k=1 to N,, .

Even if the NN converges by learning x® and X™, it cannot adequately deal with the ambiguous
relationship between the new X" and x ™, which has not been learnt. In order to predict X ™" according

to the probability distribution of X", partial linear interpolation of the NN is introduced as shown in Fig.4.
In the NN that has converged with the data x® and X™, the following symbols are used.
x(™: the value of the t-th neuron in the hidden (m-th) layer, t=1to N ;

w,m  the weight between the u-th neuron in the m-th layer and the v-th neuron in the (m+1)-th layer,
m=1to M;u=1to N ;v=11to N_,-
If all these values are memorized by the computer, when new values x " (X" <X, <x ") are

input into the first layer, the predicted value of the v-th neuron (v=1 to Ny) in the (m+1)-th layer (m=1 to M-1)
can be estimated by

Nm
{ZWU(Vm)(Xi(E,U) X J(msu))}(xi(ﬂﬂ,v) _ Xi(m+l,V))
X (m+1,v) — X_(m+l,v) __u=l
]

i+1

i+1

%n“w(m)(x_(mﬁ) _ X-(m’u))
u=l1 (15)

Using the operation above, the sigmoid function is partially linearized, as shown in Fig.5. If a function must
be learned, the PLNN will learn the points indicated by the ® symbols shown in Fig.5. When new data (s, S")
are input into the converged PNN, the values depicted by the m symbols corresponding to the data (S;', S,") will
quickly be identified as P.. Thus, the PLNN can be used to deal with ambiguous diagnosis problems.

As shown in Fig.5, the new data (s;', S;') input into the converged PLNN, and which are not learnt by the
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Fig. 4 The partial linearization of the sigmoid function

® : Learned points 1
m ; Output by the learned PN

Fig. 5 Interpolation by the PLNN

PLNN for recognizing, must satisfy the following condition.

Si(min) < S$1'<S and S, <S,'<s

1(max)

2(max) (16)

Here, S, and S, are the minimum values, respectively, of S, and S,, which have been learned

by the PLNN. Therefore, in this work, the values (P; and Pj*) of symptom parameters input to the PLNN for
fault diagnosis must satisfy the following condition.

P . <P <P

1(min) i i(max)

and P.

J (min)

<P, <Py a7

5.2 Diagnosis and Verification by PLNN

Fig.6 shows the PLNN constructed based on an algorithm of sequential diagnosis proposed in this paper,
which consists of the first layer, the hidden layer and the last layer. The RRSPs selected by PCA are inputted

First step. Second step
P_ — D}].J 1?-‘1 —» DM
P4 —»D A P4 — DU
Third step Fourth step
P> —Dy  p, —» Dy
Py —»Dy P —»Dy

Fig. 6 PLNN for the condition diagnosis
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into the neurons in the first layer. The number of neurons in hidden layer is eighty. The outputs in the last layer
are Dy, Da, Dy, Dun, Di, Dya, which mean the possibility grades of normal (N), abnormal (A), misalignment
(M), unbalance (UN), looseness (L) and unknown abnormal state (UA) respectively.

The diagnostic knowledge for the neural network is acquired by the probability theory using the probability
distributions of the symptom parameters. An example for obtaining the possibility grade Dy used to judge
normal state is shown as follows. p, 1is the symptom parameters of normal state (N), its mean value and

standard deviation are p_IN and S, the maximum value and the minimum value of P AT Py, and

iN?
P, respectively. Dy is the possibility grades of normal state. The training data for distinguishing normal

state from another state is calculated as follows.

Pin < PiN(miny — Din =0.0

PiN (miny < Pin ﬁK—ZSiN — Djy =0.0—~1.0
Pin —2Siy < Pin < Py +2Siny —> Dy =1.0

Pin +2Sin < Pin < Pinmay —> Diny = 0.0~1.0
Pin > PiNmaxy —> Din =0.0

(18)

According to the method for obtaining the training data above, the diagnostic knowledge for the neural
network is obtained. Figures7-10 show the acquired training data for distinguishing normal (N), misalignment

P, P, | N | A
0 2 0 | 1

Par 0017305 | 1 | 0
0018331 | 1 | 0

0019|357 | 1 | 0

Povin 003 | 5 0 | 1

B35y i R+, P Py M | UA
P, . : N 0.01 1 0 1
Ur-ul‘_‘ 0.029 0.034 Ujj-“uuj 0.029 2.54 1 0
003428 | 1 [0
P ' 0039 31 | 1] 0
R3S, 005 | 5 0 | 1

2N P2 P7 UN UA
. e 0 5 0 1
. >‘g§’< S 0063 673 1 [0
| g e, 0.070 | 735 | 1 0
Poen e 0077 | 797 | 1 0
; Provst 0.1 9 0 1

Fig. 9 Training data for distinguishing the unbalance state from other faults
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P, | P, | L |UA
0 45 | 0 | 1
104 | 605 | 1 | 0
112 627 1] 0
120 | 649 | 1 | 0
2 80 | 0 | 1

Fig. 10 Training data for distinguishing looseness state from other faults

(M), unbalance (UN) and looseness (L) states, respectively.

In order to verify the diagnostic capability of the PLNN, we used the test data measured in each state, which
had not been learned by the PLNN. When inputting the test data into the learnt PLNNs, they can correctly and
quickly diagnose those faults with the possibility grades of the corresponding states. Tables 2-5 show the
diagnosis results of each diagnosis step.

Table2 The diagnosis results of normal state and abnormal state

P, Py N A Judge
0.018201 3.367096 0.925368 0.078050
0.017363  3.205173 0.910945 0.085984
0.062202 2.738114 0.024547 0.987776
0.0529439 2.795228 0.099765 0.916373

> > Z Z

Table3 The diagnosis results of misalignment state and another state

P, P, M UA Judge
0.034579  2.68127 0.842265 0.198921 M
0.031258 2.79294 0.815564 0.196249 M
027014 61.73368 0.218752 0.824733 UA
0.31322  62.03948 0.213242 0.831093 UA

Table4 The diagnosis results of unbalance state and another state

P, P, UN UA Judge
0.069081  7.35337 0.801245 0.198702 UN
0.073523  7.20199 0.757909 0.241996 UN
0.004438 3.341986 0.149298 0.839746  UA
0.004769 4.207943 0.160381 0.854491 UA

Table5 The diagnosis results of looseness state and another state

P, P, L UA Judge
1.133676  62.97866  0.801245  0.198702 L
1.112879  63.00435 0.757909  0.241996 L
0.05621 4.017395  0.149298  0.839746 UA
0.05587  4.447923  0.160381  0.854491 UA
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6. Conclusions

Condition diagnosis of rotating machinery depends largely on the feature analysis of vibration signals
measured for the condition diagnosis because the signals carry dynamic information about the machine state.
However, feature extraction for fault diagnosis is difficult because the signal contains strong noise. Noise stronger
than the actual failure signal may lead to misrecognition of useful information for the condition diagnosis, and
there are many ambiguous relationships between the symptom parameters and the failure types. In order to
effectively diagnose fault and automatically identify the condition of a rotating machine, an intelligent diagnosis
method was proposed on the basis of the fuzzy neural network called Partially-Linearized Neural Network
(PLNN) and relative ratio symptom parameters (RRSPs) in frequency domain. The main conclusions are
summarized as follows:

(1) The nine symptom parameters called “relative ratio symptom parameters” in the low-frequency domain were
defined for reflecting the features of vibration signals measured in each state.

(2) A sequential diagnosis technique was proposed through which the fuzzy neural network realized by the
partially-linearized neural network (PLNN) could sequentially distinguish fault types.

(3) Sensitive evaluation method for selecting good symptom parameters using principal component analysis

(PCA) was also proposed for detecting and distinguishing faults in rotating machinery.

(4) The method proposed in this paper had been successfully applied to fault diagnosis of a rotating shaft and the
faults such as misalignment state (M), unbalance state (UN) and looseness state (L) were sequentially and
automatically diagnosed on the basis of the possibilities of the RRSPs.

References

[1] P. Chen, T. Toyota and Z. J. He. Automated Function Generation of Symptom Parameters and Application
to Fault Diagnosis of Machinery in Variable Operation-conditions, IEEE Transactions on System, Man, and
Cybernetics (Part A), Vol. 31, No. 6, pp. 775-781, 2001.

[2] K. Li and P. Chen. Intelligent Method for Diagnosing Structural Faults of Rotating Machinery Using Ant
Colony Optimization, Sensors, No.11, pp. 4009-4029, 2011.

[3] H. C. Pusey. Machinery Condition Monitoring, Journal of Sound and Vibration, Vol. 34, No. 5, pp. 6-7,
2000.

[4] H. Matuyama. Diagnosis Algorithm, Journal of JSPEI, Vol. 75, No. 3, pp. 35-37, 1991.

[5] L. Jing, Q. Liangsheng. Feature Extraction Based on Morlet Wavelet and Its Application for Mechanical
Fault Diagnosis, Journal of Sound and Vibration, Vol. 234, No. 1, pp. 135-148, 2000.

[6] Christopher M. Bishop. Neural networks for pattern recognition, Oxford University Press, NY, 1995.

[7] Jolliffe, I. T. Principal Component Analysis, Springer, NY, 2002.

[8] M. C. Johannesmeyer, A. Singhal and D. E. Seborg. Pattern Matching in Historical Data, American Control
Conference. Vol. 5, pp. 3696-3701, June 4-6, 2003, Santa Barbara, CA, USA.

[9] M. Kano, S. Tanaka, S. Hasebe, 1. Hashimoto and H. Ohno. Monitoring Independent Components for Fault
Detection, AIChE Journal, Vol. 49, No. 4, pp. 969-976, 2003.

[I0]N. Lu, F. Wang and F. Gao. Combination Method of Principal Component and Wavelet Analysis for
Multivariate Process Monitoring and Fault Diagnosis, Industrial & engineering chemistry research, Vol. 42,
No. 18, pp. 4198-4207, 2003.

[11]B. Samanta and K. R. Al-Balushi. Artificial Neural Network Based Fault Diagnostics of Rolling Element
Bearings Using Time-Domain Features, Mechanical Systems and Signal Processing, Vol. 17, No. 2, pp.
317-328, 2003.

[12]1. E. Alguindigue, A. Loskiewicz-Buczak and R. E. Uhrig. Monitoring and Diagnosis of Rolling Element
Bearings Using Artificial Neural Networks, IEEE Transactions on Industrial Electronics, Vol. 40, pp.
209-216, 1993.

[13]R. Q. Li, J. Chen and X. Wu. Fault Diagnosis of Rotating Machinery Using Knowledge-Based Fuzzy
Neural Network, Applied Mathematics and Mechanics, Vol. 27, No. 1, pp. 99-108, 2006.

[14]K. Li, H. Q. Wang and P. Chen. Intelligent Diagnosis Method Based on Feature Spectra and Fuzzy Neural
Network for Distinguishing Structural Faults of Rotating Machinery, Information, Vol. 13, No. 3(A), pp.
681-689, 2010.



Copyright © 2012 DET Corp., Japan All Rights Reserved ISSN 2186-2680 AmE—

International Journal of Comprehensive Engineering A
Part A, 2(1), 11-19, 2013 e-ISSN 2186-2656 IJCE
Doi: 10.14270/1JCE2013.2.1.al1 WWW.IaCe-JOUrnal.ofg ey
Regular paper ~—

The Application of Dual Tree Complex Wavelet Transform in Mechanical
Multi-component Signal Decomposition and Feature Extraction

Bingiang Chen *, Zhousuo Zhang **, Jie Zhang !, Chuang Sun *and Zhengjia He *

" School of Mechanical Engineering, Xi’an Jiaotong University,
Xi'an Jiaotong University, Xi’an 710049, PR China
? School of Mechanical Engineering, State Key Laboratory for Manufacturing and Systems Engineering,
Xi'an Jiaotong University, Xi’an 710049, PR China

# Corresponding author: zzs@mail.xjtu.edu.cn; Tel.: +86-29-82663689; Fax: +86-29-82663689

Abstract: Wavelet transform is a popular tool for mechanical signal processing, while it suffers a few intrinsic
defects which cannot be avoided within the scope of Mallat’s critically sampled filter bank. Redundancy is
beneficial for enhancing the performance of wavelet transform as it allow higher design freedom for wavelet
basis construction and improving the filter bank structure. Dual tree complex wavelet transform (DTCWT) is an
discrete dyadic wavelet transform with a redundancy factor of 2. The wavelet basis of DTCWT basis is a hybrid
one that organically integrates two related dyadic wavelet basis. DTCWT’s hybrid basis’ two wavelet functions
form an pair of Hilbert transform pair, which equips the DTCWT with appealing properties of nearly analytic,
nearly shift invariant and reduced spectral aliasing. These advantages of DTCWT are suitable for
multi-component signal decomposition in mechanical vibration measurement. In this paper, a feature extraction
technique based on DTCWT is proposed for rotating machinery’s vibration signal analysis. Numerical
simulation and vibration signals from an experimental rotor setup are used to validate the effectiveness of
proposed technique. It is shown that DTCWT show robust performance in analyzing multi-component signals,
even in low SNR environments.

Keywords: Hybrid Wavelet Tight Frame, Dual Tree Complex Wavelet Transform, Shift Invariant,
Multi-component Signal.
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1. Introduction

The manufacturing industry is experiencing rapid development. The averaged speed of rotating machinery is
growing annually [1]. In order to make effective monitoring of the operating condition during rotating
machinery’s service life, testaments of processing variables such as force, acoustic emission, vibration, current,
image and etc [2]. Among these available alternatives, vibration measurement is popular by rotating
machinery’s condition monitoring [3]. For large and complex electromechanical systems, early and incipient
fault features are weak in energy and is harassed by other irrelevant vibration contents. In order to extract the
critical fault features, a vast variety of signal processing tools are employed. In the past two decades, wavelet
analysis distinguishes itself from other techniques due to its time-frequency analyzing ability and explicit
physical meaning. Wavelet analysis has been widely applied in massive industrial fields [4,5].

Among the alternatives of wavelet bases, Daubechies’ orthonormal bases are very popular [6]. In addition,
Swelden’s lifting scheme is also an efficient strategy to construct biorthogonal wavelet bases [7]. In spite of
their substantial differences in numerical implementation, both DB orthonormal wavelet transform and lifting
wavelet bases are within the scope of critically sampled dyadic wavelet transform (CSDWT). CSDWT are
sensitive to shift of signals [8] and suffers energy leakage problem [9]. These two problems are intrinsic
properties of CSDWT that cannot be avoided by proper selection of wavelet bases. However, researchers have
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turned to the construction of wavelet frames, which are indeed redundant wavelet bases for signal representation
[10].

By introducing proper redundancy, the wavelet basis can be converted into wavelet tight frame. A wavelet
tight frame possesses higher freedom in basis construction. DTCWT is a typical example of wavelet tight frame
whose basis is a hybrid integration of two correlated dyadic wavelet basis. Moreover, it utilizes different filters
in different decomposition levels. The two wavelet functions of DTCWT form an approximate Hilbert transform
pair, which equips the DTCWT with appealing properties of nearly analytic, nearly shift invariant and reduced
aliasing. These advantages make DTCWT an enhanced tool for multi-component signal analysis and transient
feature extraction. In this paper, numerical simulation signal composing of common fault features in rotating
machinery is used to test the performance of DTCWT, classical orthonormal basis and EMD. On the other hand,
a rotor kit setup is used to simulate a rub-impact system for the purpose of testing the incipient feature
extraction 